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A B S T R A C T

Cubic boron arsenide (BAs) stands out as a promising material for advanced electronics, thanks to its
exceptional thermal conductivity and ambipolar mobility. However, effective control of p- and n-type doping
in BAs poses a significant challenge, mostly as a result of the influence of defects. In the present study, we
employed density functional theory (DFT) to explore the impacts of the common point defects and impurities
on p-type doping of BeB and SiAs, and on n-type doping of SiB and SeAs. We found that the most favorable
point defects formed by C, O, and Si are CAs, OBOAs, SiAs, CAsSiB, and OBSiAs, which have formation energies
of less than 1.5 eV. While the O impurity detrimentally affects both p- and n-type dopings, C and Si impurities
are harmful for n-type dopings, making n-type doping a potential challenge. Interestingly, the antisite defect
pair AsBBAs benefits both p- and n-type doping. The doping limitation analysis presented in this study can
potentially pave the way for strategic development in the area of BAs-based electronics.
1. Introduction

Over the last decade, cubic boron arsenide (BAs) has attracted
an extremely high level of research interest, due to its exceptional
thermal conductivity and ambipolar mobility. The thermal conductiv-
ity of BAs (i.e., ∼1300 W/m K at room temperature, which is only
surpassed by diamond for bulk materials) was predicted via theory [1–
3], then validated by experiments [4–6]. The simultaneously high
room-temperature electron and hole mobilities were also predicted
by theory [7] and later confirmed through recent experiments [8,9].
Beyond its remarkable transport properties, BAs is applicable to existing
III–V semiconductor technologies [10] and has an electronic structure
similar to that of Si, but with a wider band gap [11]. These attributes
position BAs as a promising material for advanced electronics and
efficient heat management.

One critical need in high-performance electronic applications relates
to the development of methodologies for controlling p- and n-type
doping to generate the desired ionizable delocalized (shallow) impurity
states [12]. To accomplish this, the behaviors of defects such as in-
trinsic defects and impurities must be comprehensively understood, as
they widely existed in experiments [13–15]. Recently, the synthesis of
millimeter-sized BAs crystals is achieved via the chemical vapor trans-
port method [15–18], however, a substantial variance is still observed
in the measured thermal properties of BAs [5,14,19,20]. Additionally,
p-type semiconducting behavior is observed experimentally [17,20,21],
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indicating the presence of intrinsic defects and/or impurities in BAs
samples. For BAs, extensive researches [8,22–26] have been performed
on the thermal conductivity reduction caused by intrinsic defects and
impurities, however, comparably less emphasis has been placed on
comprehending how intrinsic defects and impurities affect electronic
properties. Notably, first principles calculations [22,27] were utilized
to explore the formation of intrinsic defects, identifying the antisite pair
AsBBAs as being the most prevalent intrinsic defect type. As the antisite
pair AsBBAs is usually charge-neutral, it cannot explain the observed
p-type semiconducting behavior. Recently, theoretical studies attribute
the p-type semiconducting behavior of BAs to impurities such as Si,
C, and H [27,28], whereas experiments have validated the presence of
Si, C, O, H, Te, and I impurities in BAs [25]. Therefore, impurities may
solely induce p-type behavior in BAs and have the potential to influence
both p- and n-type doping limitations.

Furthermore, the first principles calculations identified specific
dopants (e.g., BeB and SiAs for p-type, and SiB and SeAs for n-type)
characterized as shallow dopants [27,28]. A high p-dopability of BAs
is also reported [28–31]. However, how various point defects influ-
ence the behaviors of shallow dopants has never comprehensively
been investigated. For the present work, we conducted a thermody-
namic analysis demonstrating the interaction between point defects and
shallow dopants, utilizing density functional theory (DFT).
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Fig. 1. Calculated electronic DOS of BAs doped by (a) BeB, (b) SiAs, (c) SiB, and (d) SeAs. The solid curves represent the DOS projection on 𝑝 orbitals of each element, while the
dashed curves represent the 𝑠 orbital projection. The inset figures are the isosurfaces of charge density near the CBM or VBM (<0.1 eV), depicted at 4 × 10−5 Å−3. The differently
colored atoms represent different species.
2. Computational details

In the present work, the DFT calculations were carried out using
the projector augmented-wave method [32,33], as implemented in the
Vienna ab initio Simulation Package code [34,35]. As the main target of
this work is to explore different configurations involving both dopants
and point defects, we applied the generalized gradient approximation
(GGA) as formulated by Perdew, Burke, and Ernzerhof functional re-
vised for solids (PBEsol) [36] to reduce the computational cost. Besides
that, the total charge of the defect systems was kept neutral, following
Ref. [12]. For all calculations, spin polarization, a plane-wave cutoff
energy of 700 eV, and an energy convergence criterion of 10−6 eV
were applied. For the defect calculations, a 3 × 3 × 3 supercell of the
conventional cubic cell (216 atoms) and a 2 × 2 × 2 𝛤 -centered k-
point mesh were employed, as used in Ref. [12]. The relaxed lattice
parameter of the conventional cubic cell of BAs was 4.778 Å, which is
fixed in the calculations of defected structures.

Through this work,  is used to denote the defects in the BAs
crystal. According to the discussed dopings,  is categorized into three
subsets, the dopants , other impurities or intrinsic defects , and their
complex −. Additionally, YSY is used to represent a single defect, a
substitutional Y atom (or V for a vacancy) in the SY site, and YSYZSZ is
used to represent a defect pair of coupled YSY and ZSZ single defects.
The defect sites, SY and SZ, can only be B or As in BAs.

The key properties computed are the formation energies, electronic
density of states (DOS), and the isosurfaces of charge density. The
formation energy values quantified the ease of defect formation, while
the isosurfaces of charge density were employed to visualize the spatial
localization of impurity states, as an indicator of shallow doping state.
The formation energy 𝐸𝑓 of defect  is calculated as:

𝐸𝑓 () = 𝐸() − 𝐸0 −
∑

𝑖
𝑛𝑖 (𝐸𝑖 + 𝜇𝑖) (1)

where 𝐸0 is the total energy of the pristine system, 𝐸() is the total
energy of the defect system, 𝑛𝑖 is the change in the number of atoms of
species 𝑖 due to defect  (positive if atoms are added, negative if atoms
are removed), 𝐸𝑖 is the energy per atom in the elemental phase, and 𝜇𝑖
is the chemical potential of species 𝑖. The elemental phases of species
B, As, C, O, Si, Be, and Se were considered by using 𝛼-B, 𝛼-As, graphite,
oxygen molecule, Si in the diamond structure, Be in the hexagonal
close-packed structure, and 𝛼-Se, respectively. Additionally for oxygen
molecules, due to the well-known self-interaction error using DFT [37],
2 
an energy correction is applied by using the suggested value from the
fitted elemental-phase reference energies [4]. For all species 𝑖, 𝜇𝑖 ≤ 0.
Furthermore, for all impurity atoms and dopants, 𝜇𝑖 was approximated
as zero. The values of 𝜇𝐵 and 𝜇𝐴𝑠 depend on the growth condition
involved: in the As-rich condition, 𝜇𝐴𝑠 = 0; otherwise, 𝜇𝐵 = 0 in
the B-rich condition. Additionally, 𝜇𝐵 and 𝜇𝐴𝑠 are restricted by the
equilibrium condition 𝜇𝐵+𝜇𝐴𝑠 = 𝛥𝐻𝐵 𝐴𝑠, where 𝛥𝐻𝐵 𝐴𝑠 is the formation
enthalpy of BAs. Throughout this work, we use the As-rich condition,
following Ref. [22]. Nevertheless, the PBEsol-predicted value of 𝛥𝐻𝐵 𝐴𝑠
is merely −0.056 eV, meaning that the differences in 𝜇𝐵 (or 𝜇𝐴𝑠)
between As- and B-rich conditions only total −0.056 eV, which is trivial.
Assuming a defect  is already present in the system, the formation
energy of a dopant  can be determined using the formula 𝐸

𝑓 () =
𝐸𝑓 (−) −𝐸𝑓 () (see Sec. I of SM for more details). Comparing 𝐸

𝑓 ()
against 𝐸𝑓 () affords insight into whether the defect  is advantageous
for the formation of the dopant . For DOS, 𝑝 orbitals of each element
were plotted as solid curves throughout this work, and 𝑠 orbitals were
plotted only when it had a higher contribution than 𝑝 orbitals near
the Fermi level 𝐸𝐹 , by using dashed curves. The isosurfaces of charge
density were visualized using the VESTA package [38], depicted for
each band at 4 × 10−5 Å−3, unless for strongly localized bands, which is
depicted at 1 × 10−3 Å−3 and will be explicitly pointed out.

3. Results

3.1. Shallow dopants

Here we begin by identifying the dopants. Previous studies [27,28]
suggest that p-type dopants BeB and SiAs and n-type dopants SeAs
and SiB are shallow dopants with low formation energies. We con-
firmed that the formation energies of BeB (0.15 eV), SiAs (0.42 eV),
SiB (1.76 eV), and SeAs (1.47 eV) are the lowest among the computed
dopants (see Section II of SM for more details). Note that for p-type dop-
ing (BeB and SiAs), the formation energy is substantially lower than that
for n-type doping (SeAs and SiB), thus supporting the notion that p-type
doping occurs more readily in BAs than does n-type doping [27,28].
In addition, the DOS and isosurface of charge density were computed
for BeB, SiAs, SiB, and SeAs (see Fig. 1), as well as the electronic band
structures (see Section V of SM). For BeB and SiAs, while the Fermi
level 𝐸𝐹 slightly shifts into the valence bands, there are three-fold
degenerated bands at the valence band maximum (VBM), and their
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Fig. 2. Calculated formation energy per point defect formed by (a) C, (b) O, (c) Si, (d)
 and O, (e) C and Si, and (f) Si and O, in pristine BAs. The dashed lines in (d), (e),
nd (f) indicate the mean value of the formation energy per point defect of isolated
d) CAs and OBOAs, (e) CAs and SiAs, and (f) OBOAs and SiAs, respectively.

isosurfaces of charge density all exhibit strong spatially delocalized
nature from 𝑝 orbitals, indicating the shallow acceptor nature of BeB
and SiAs. For SeAs and SiB, the Fermi level 𝐸𝐹 slightly shifts into the
conduction bands (see Fig. 1(c) and (d)). Two bands are observed near
𝐸𝐹 , and strong localized 𝑠-orbital contribution from the impurities, Si
and Se, are observed, both from the isosurfaces and DOS. Only one
band shows moderately delocalized behavior (left insets), indicating the
shallow donor nature of SeAs and SiB. The 𝑝 orbital DOS of B is at least
60% larger than that of As near 𝐸𝐹 , thus the spatial delocalization is
mainly contributed by the 𝑝 orbitals of B. In summary, we use BeB, SiAs,
SiB, and SeAs in further investigations regarding the influence of point
defects, while DOS and isosurfaces of charge density work as indicators
of the shallow state nature.

3.2. Point defects

Given the multitude of configurations involving different species
and atom sites for point defects, it is imperative to select the most
representative ones. First, we considered C, O, and Si as the impurity
lements, due to their high concentration as substitutional impurities,
s reported in Ref. [25]. As a reference, the covalent radius, electroneg-

ativity, and common charges for defect elements are summarized in
Section III of SM. Secondly, we restricted our consideration to single
point defects and point defect pairs in the first nearest neighbor. All
considered defect structures are presented using Kröger–Vink nota-
tion [39] in Section IV of SM. For each situation, we only picked
the point defect with the lowest formation energy (see Fig. 2). Panels
(a), (b), and (c) reflect situations in which individual C, O, and Si
impurities existed, respectively, whereas panels (d), (e), and (f) reflect
situations in which combinations of C and O, C and Si, and O and Si
impurities coexisted, respectively. Note that, for a direct comparison,
the 𝑦-axis value is the formation energy per point defect, meaning that
the formation energy of defect pairs is divided by two. Per Fig. 2(a)–(c),

As, OBOAs, and SiAs are the most favorable point defects when C, O,
nd Si are the only impurity elements, respectively. In Fig. 2(d), rather
3 
Fig. 3. Calculated formation energy of selected single point defects and point defect
pairs. The obtained results are organized in ascending order.

than forming defect pairs, C and O impurities are more likely to form
isolated CAs and OBOAs (indicated by the dashed line). In contrast, C
and Si atoms are more likely to form CAsSiB, as opposed to isolated
CAs and SiAs (indicated by the dashed line). When O and Si coexist,
the formation energy per point defect of OBSiAs is 0.04 eV, and the
mean formation energy per point defect of OBOAs and SiAs is −0.10 eV
(see Fig. 2(f)). Given the small difference (0.14 eV) between these two
alues, we exceptionally count in OBSiAs into further investigation.
o summarize, we selected CAs, OBOAs, SiAs, CAsSiB, and OBSiAs as
epresentative point defects of impurity. Notably, the lowest formation
nergy is for OBOAs (−0.53 eV), and the possible reason for the negative
alue is discussed in Section II of SM.

We also examined the intrinsic point defects, including antisite
ingle defects AsB and BAs, antisite defect pair AsBBAs, and single
acancies VB and VAs. The formation energy per point defect for each
f these intrinsic defects is plotted alongside the selected point defects
f impurity, moving from the smallest formation energy (left) to the
argest (right) (see Fig. 3). Certainly, only the antisite defect pair AsBBAs
as a formation energy comparable to that of the selected point defects
f impurity. Thus, we will discuss a total of six types of point defects,

(i.e., the aforementioned five selected types of impurities, plus AsBBAs),
with the formation energies per point defect all being less than 1.5 eV.

3.3. Effects of point defects on shallow doping

Finally, we discuss the impact of these common point defects
AsBBAs, CAs, OBOAs, SiAs, CAs, SiB, and OBSiAs) on both the formation

energy and the electronic characteristics of shallow dopants BeB, SiAs,
SiB, and SeAs. Please note that concerning SiAs being regarded as a
p-type dopant, SiAs itself is no longer categorized as a point defect
of impurity, while CAsSiB and OBSiAs continue to be considered as
impurities due to the presence of C and O. In Section VII of SM,
we consider additional point defects AsB, BAs, and NAs, despite their
potential lack of favorability within the BAs system. When different
point defects are present, the dopants may occupy various atom sites.
For each combination of point defect and dopant, all possible dopant
sites within 6 Å of the point defects are computed. Section VI of
SM tabulates the detailed calculation results. Here, we only focus on
the configuration with the lowest total energy and, consequently, the
lowest formation energy.

We start with examining the electronic characteristics via the de-
piction of DOS and isosurfaces of charge density of BeB doping (see
Fig. 4(a)). As mentioned above, BeB and SiAs feature three-fold degen-
erated bands at VBM, and the presence of point defects may break the
ymmetry of the degenerated bands. In this case, only the highest band

at VBM is shown as inset figures in Fig. 4(a) and (b), while all bands
within 0.1 eV of VBM are provided in enlarged figures in Sec. VIII of
SM. Interestingly, the p-type shallow state of BeB is maintained in the
presence of all point defects, except O O , given that the Fermi level
B As
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Fig. 4. Calculated electronic DOS of BAs doped by p-type dopants (a) BeB and (b) SiAs in the presence of (1) AsBBAs, (2) CAs, (3) OBOAs, (4) SiAs, (5) CAsSiB, or (6) OBSiAs point
defects. The solid curves represent the DOS projection on 𝑝 orbitals of each element. The inset figures show the isosurfaces of charge density near VBM (<0.1 eV) or within the
band gap, depicted at 4 × 10−5 Å−3 (except for OBSiAs, which is depicted at 1 × 10−3 Å−3). The differently colored atoms represent different species.
𝐸𝐹 is still positioned slightly below VBM, and the isosurfaces of charge
density near VBM continue to exhibit spatial delocalization contributed
from 𝑝 orbitals of both B and As. This result is understandable for the
charge-neutral defects AsBBAs and CAsSiB, as well as for the acceptor-
like defects CAs and SiAs, though the acceptor-like defects slightly shift
the 𝐸𝐹 deeper into the valence band. For the donor-like defects OBSiAs,
a localized defect trap state within the band gap. Despite the narrowed
band gaps, the p-type shallow state near 𝐸𝐹 is still maintained. The
only detrimental case is the donor-like defects OBOAs, where a localized
defect trap state forms at the top of VBM. For the other p-type dopant
SiAs, the results are similar to those for BeB; namely, AsBBAs, CAs,
CAsSiB, and OBSiAs all sustain the shallow state (see Fig. 4(b)). The
only difference is that OBOAs now forms a localized defect trap state
in the middle of the band gap where 𝐸𝐹 is positioned, which is still
detrimental. Even the top bands of VBM remain the shallow doping
nature, SiAs have to be doped beyond compensation limits to remedy
the move of the Fermi level 𝐸𝐹 .

Nevertheless, in the case of n-type dopants SiB and SeAs, the ex-
amined point defects exert a more significant influence, owing to the
acceptor-like nature of CAs and SiAs impurities – for which the Fermi
level 𝐸 is no longer in the conduction bands – thereby destroying
𝐹

4 
the n-type nature (see Fig. 5(a) and (b)). Additionally, both OBOAs and
OBSiAs form localized defect trap states within the band gap where 𝐸𝐹
is located. As a result, the charge-neutral defects AsBBAs and CAsSiB
are the only defects that preserve the n-type shallow state, giving that
𝐸𝐹 is marginally above CBM, and one of the bands near CBM exhibits
moderate spatial delocalization while the other becomes predominantly
localized.

Furthermore, we now provide a synopsis regarding the formation
energy of dopants in the presence of point defects. The bars in Fig. 6
illustrate 𝐸

𝑓 (), the formation energy of the dopants  in the presence
of each point defect . The dashed black lines denote 𝐸𝑓 (), the
formation energy of the dopants without point defects. Green signifies
that the delocalized doping state of the original type is preserved,
whereas red indicates otherwise. This color is defined by the DOS and
isosurface results given in Figs. 4 and 5. Three distinct scenarios are
covered: (1) a bar above the dashed line implies that the defect does
not couple with the dopant, thus merely impacting the doping; (2)
a red bar below the dashed line signifies that a coupled complex of
the defect and dopant will likely form, potentially compromising the
originally targeted doping state; and (3) a green bar below the dashed
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Fig. 5. Calculated electronic DOS of BAs doped by n-type dopants (a) SiB and (b) SeAs in the presence of (1) AsBBAs, (2) CAs, (3) OBOAs, (4) SiAs, (5) CAsSiB, or (6) OBSiAs
point defects. The solid curves represent the DOS projection on 𝑝 orbitals of each element, while the dashed curves represent the 𝑠 orbital projection. The inset figures show the
isosurfaces of charge density near CBM (<0.1 eV) or within the band gap, depicted at 4 × 10−5 Å−3. The differently colored atoms represent different species.
line indicates that the coupled complex will likely form and preserve
the shallow doping state.

Following these three scenarios, the O impurity proves detrimental
to all four types of dopants by the results of OBOAs. This necessitates
restriction of O’s concentration. Regarding CAs and SiAs, for p-type
dopings BeB and SiAs, concerns over C and Si impurities are alleviated;
otherwise, for n-type dopings SiB and SeAs, careful removal of C and
Si impurities is imperative, which again emphasizes the lower n-type
dopability in BAs. Most interestingly, the most favorable intrinsic de-
fect, antisite defect pair AsBBAs, proves beneficial for all four types of
dopants. Similar results can be confirmed for the other charge-neutral
defect, CAsSiB, which also is beneficial for three of the four types of
dopants (excluding SiB, where SiB does not couple with CAsSiB).

4. Conclusions

In conclusion, we have computed, from first principles, the forma-
tion energies and electronic characteristics of selected dopants, point
5 
defects, and coupled complexes of dopants and point defects in BAs.
The shallow doping states of p-type dopants BeB and SiAs, and n-type
dopants SiB and SeAs, were directly confirmed by the delocalized charge
density isosurface near the Fermi level 𝐸𝐹 . The favorable single point
defects and point defect pairs for C, O, and Si impurities were identified
(CAs, OBOAs, SiAs, CAsSiB, and OBSiAs), all with formation energies of
less than 1.5 eV. As for couplings between the selected dopants and
defects, this study also identified the most favorable configurations.
In terms of the influence of impurities on doping, the O impurity is
detrimental to both p- and n-type doping, and C and Si impurities are
detrimental to only n-type doping. Consequently, n-type doping is chal-
lenging, as it has a higher formation energy and requires the removal
of C, Si, and O impurities. Interestingly, the most favorable intrinsic
defect, antisite defect pair AsBBAs, positively impacts both the p- and
n-type doping. These insights into the interactions between dopants
and defects could potentially help expedite the further development
of advanced electronics based on BAs, especially in understanding the
doping limitation of n-type doping.
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Fig. 6. Calculated formation energy of (a) BeB, (b) SiAs, (c) SiB, and (d) SeAs dopants
in the presence of the selected point defects. The dashed lines represent the formation
energy of dopants without defects. The colors of the bars indicate whether a detrimental
influence of each point defect is observed on the shallow dopant.
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